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1
ELECTRONIC DEVICE INCLUDING
PREDICTED FREQUENCY ERROR
ESTIMATION OF A VOLTAGE CONTROLLED
OSCILLATOR AND RELATED METHODS

TECHNICAL FIELD

The present disclosure relates to the field of electronics,
and, more particularly to electronic devices including a volt-
age controlled oscillator.

BACKGROUND

Mobile wireless communications systems continue to
grow in popularity and have become an integral part of both
personal and business communications. For example, cellular
telephones allow users to place and receive voice calls almost
anywhere they travel. Moreover, as cellular telephone tech-
nology has increased, so too has the functionality of cellular
devices and the different types of devices available to users.
For example, many cellular devices now incorporate personal
digital assistant (PDA) features such as calendars, address
books, task lists, etc. Moreover, such multi-function devices
may also allow users to wirelessly send and receive electronic
mail (email) messages and access the Internet via a cellular
network and/or a wireless local area network (WLAN), for
example.

Even so, as the functionality of cellular communications
devices continues to increase, so too does the demand for
smaller devices which are easier and more convenient for
users to carry. One challenge this poses for cellular device
manufacturers is designing communications circuitry,
including, for example, an RF transmitter, for operational and
performance stability at increased power outputs within the
relatively limited amount of space available for the commu-
nications circuitry.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a perspective view of an electronic device includ-
ing a controller configured to estimate a predicted frequency
error of a VCO in accordance with an exemplary aspect.

FIG. 2 is a schematic block diagram of a portion of the
electronic device of FIG. 1.

FIG. 3 is a graph of temperature, age, and frequency error
along the x, y, and z axis, respectively, in accordance with an
exemplary aspect.

FIG. 4 is a flowchart of an automatic frequency control/
acquisition process in accordance with an exemplary aspect.

FIG. 5 is a graph of temperature, age, and frequency error
along the x, y, and z axis, respectively, with an ellipsoid
superimposed in accordance with an exemplary aspect.

FIG. 6 is graph of simulated frequency error and a predic-
tion interval in accordance with an exemplary aspect.

FIG. 7 is a graph of relationship of algorithm elements and
quantities in accordance with an exemplary aspect.

FIG. 8 is a graph of residuals between a fitted plane and
observed data in accordance with an exemplary aspect.

FIG. 9 is a graph of confidence and prediction intervals for
a simplified model in accordance with an exemplary aspect.

FIG. 10 is a schematic diagram of simulation architecture
in accordance with an exemplary aspect.

FIG. 11 is a graph of a temperature controlled VCO exhib-
iting hysteresis and non-linearity in accordance with the prior
art.

FIG. 12 is a graph of a number of acquisitions per 24-hour
period in accordance with an exemplary aspect.
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FIG. 13a is a graph of acquisition temperature distribution
in accordance with an exemplary aspect.

FIG. 1354 is another graph of acquisition temperature dis-
tribution in accordance with an exemplary aspect.

FIG. 14a is a graph of a frequency error distribution
according to an exemplary aspect.

FIG. 14b is a graph of a frequency error distribution
according to the prior art.

FIG. 14¢ a graph of a frequency error distribution accord-
ing to another exemplary aspect.

FIG. 15 is a rescaled graph of the frequency error distribu-
tion graph of FIG. 14a.

FIG. 164 is a graph of a frequency error estimate distribu-
tion according to an exemplary aspect.

FIG. 165 is a graph of a frequency error estimate distribu-
tion according to the prior art.

FIG. 17 is a graph of a distribution of frequency error
estimates with respect to the tolerance band in accordance
with the prior art.

FIG. 184 is a graph comparing the mean absolute fre-
quency error.

FIG. 185 is a graph comparing the number of safe acqui-
sitions performed.

FIG. 19 is a schematic block diagram illustrating additional
components that may be included in the electronic device of
FIG. 1.

DETAILED DESCRIPTION

The present description is made with reference to the
accompanying drawings, in which various embodiments are
shown. However, many different embodiments may be used,
and thus the description should not be construed as limited to
the embodiments set forth herein. Rather, these embodiments
are provided so that this disclosure will be thorough and
complete. Like numbers refer to like elements throughout.

An electronic device may include a voltage controlled
oscillator (VCO) and a temperature sensor. The electronic
device may also include a controller configured to cooperate
with the VCO and the temperature sensor to determine both a
temperature and a frequency error of the VCO for each of a
plurality of most recent samples. Each of the plurality of most
recent samples may have a given age associated therewith, for
example. The controller may also be configured to align the
temperature, the frequency error, and the given age for each of
the plurality of most recent samples in a three-dimensional
(3D) coordinate system having respective temperature, fre-
quency error and age axes. The controller may also be con-
figured to estimate a predicted frequency error of the VCO
based upon the aligned temperature, frequency error, and
given age of the plurality of most recent samples, for example.

The controller may be configured to estimate the predicted
frequency error by applying a least squares estimation in the
3D coordinate system. The controller may be configured to
estimate the predicted frequency error based upon a selected
estimation algorithm from among a plurality of available
estimation algorithms, for example.

The plurality of estimation algorithms may include first
and second wireless communications signal acquisition rate
algorithms. The first wireless communications signal acqui-
sition rate algorithm may be configured to acquire a wireless
communications signal at a slower rate than the second wire-
less communications signal acquisition rate algorithm.

The controller may be configured to select the first wireless
communications signal acquisition rate algorithm based upon
the predicted frequency error being above a threshold, for
example. The controller may further be configured to deter-
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mine a reliability value of the predicted frequency error and
select the given estimation algorithm based upon the reliabil-
ity value.

The controller may be configured to determine the reliabil-
ity value as a probability that the predicted frequency error
exceeds a threshold probability. The controller may be con-
figured to estimate the predicted frequency error if the reli-
ability value exceeds the threshold probability, for example.

The electronic device may further include wireless com-
munications circuitry coupled to the controller and config-
ured to perform at least one wireless communications func-
tion. The controller may be configured to cooperate with the
wireless communications circuitry to reduce a wireless com-
munications signal acquisition rate if the estimated predicted
frequency error exceeds a threshold. The plurality of most
recent samples may be less than 50. The electronic device
may also include a portable housing carrying the temperature
sensor, the VCO, and the controller. The electronic device
may further include wireless communications circuitry
coupled to the controller, for example.

A method aspect is directed to a method of operating an
electronic device that includes a VCO, and a temperature
sensor coupled to the VCO. The method may include sensing
atemperature using the temperature sensor. The method may
also include determining a frequency error of the VCO for
each of a plurality of most recent samples based upon the
sensed temperature, each sample having a given age associ-
ated therewith, for example. The method may also include
aligning the temperature, the frequency error, and the given
age for each of the plurality of most recent samples in a
three-dimensional (3D) coordinate system having respective
temperature, frequency error and age axes. The method may
also include estimating the predicted frequency error of the
VCO based upon the aligned temperature, frequency error,
and given age of the plurality of most recent samples. The
method may also include controlling the VCO based upon the
predicted frequency error.

A related computer-readable medium aspect is directed to
a non-transitory computer-readable medium for use with an
electronic device, such as the one described briefly above.
The non-transitory computer-readable medium may have
computer-executable instructions for causing the electronic
device to perform various steps. The steps may include coop-
erating with the VCO and the temperature sensor to determine
both a frequency error of the VCO for each of a plurality of
most recent samples, each having a given age associated
therewith and aligning the temperature, the frequency error,
and the given age for each of the plurality of most recent
samples in a three-dimensional (3D) coordinate system hav-
ing respective temperature, frequency error and age axes. The
steps may also include estimating a predicted frequency error
of the VCO based upon the aligned temperature, frequency
error, and given age of the plurality of most recent samples.

Referring initially to FIGS. 1-3, an electronic device 20,
which may be, for example, a mobile wireless communica-
tions device, and in particular a cellular communications
device, illustratively includes a portable housing 21, a printed
circuit board (PCB) 22 carried by the portable housing. In
some embodiments, not shown, the PCB 22 may be replaced
by or used in conjunction with a metal chassis or other sub-
strate. The PCB 22 may also include a conductive layer defin-
ing a ground plane (not shown).

The exemplary electronic device 20 further illustratively
includes a display 23 and a plurality of control keys including
an “off hook” (i.e., initiate phone call) key 24, an “on hook”
(i.e., discontinue phone call) key 25, a menu key 26, and a
return or escape key 27. Operation of the various device
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4

components and input keys, etc., will be described further
below with reference to FIG. 19.

The electronic device 20 also includes a voltage controlled
oscillator (VCO) 31 and a temperature sensor 32. The VCO
31 and the temperature sensor 32 may cooperate as a voltage
controlled temperature compensated crystal oscillator 33, for
example, as will be appreciated by those skilled in the art. In
other words the VCO 31 and the temperature sensor 32 coop-
erate to include temperature compensation of the VCO. In
contrast, a VCO without a temperature sensor lacks tempera-
ture compensation features which restrict the dynamic range
of an expected frequency error, for example.

The electronic device 20 also includes a controller 35 con-
figured to cooperate with the VCO 31 and the temperature
sensor 32 to determine both a temperature and a frequency
error of the VCO for each of a plurality of most recent
samples. Each sample has a given age associated therewith.
The term frequency error may be interpreted either as the
deviation of the VCO oscillation frequency from a known
reference point or a difference between a predicted frequency
offset and the actual frequency error. The term frequency drift
may be synonymous with frequency error, though is typically
used when referring to frequency error as a result of elapsed
time/aging, as will be appreciated by those skilled in the art.

The number N of the plurality of most recent samples is
determined by a sliding window length parameter and is a
configurable or adjustable parameter. The number N of the
plurality of most recent samples is less than 50, and may be
20, for example. The number N of the plurality of most recent
samples may be no less than 3, for example.

The controller 35 is configured to align the temperature, the
frequency error, and the given age for each of the plurality of
most recent samples in a three-dimensional (3D) coordinate
system having respective temperature, frequency error and
age axes. In particular, the controller 35 uses the N most
recent samples to fit a plane in the 3D space formed by
aligning temperature, age and frequency error along the x, z
and y axis respectively (FIG. 3).

The controller 35 is further configured to estimate a pre-
dicted frequency error of the VCO based upon the aligned
temperature, frequency error, and given age of the plurality of
most recent samples. In particular, the parameters of the plane
are used to estimate frequency error at acquisition time.

Indeed, as will be appreciated by those skilled in the art, the
electronic device 20 advantageously allows for the tracking
of'and compensation for changing physical characteristics of
acrystal oscillator which is used as a reference when convert-
ing to/from a digital baseband signal to/from a signal at a
given radio frequency via the wireless communications cir-
cuitry 36, for example.

The physical characteristic that is addressed is the change
in the crystal oscillator reference oscillation frequency. With-
out such compensation, over time and, subject to other chang-
ing environmental conditions (like temperature variation),
the accuracy of the conversion process may be increasingly
affected, resulting in a failure of the conversion and ulti-
mately the radio communication subsystem of the electronic
device 20.

The controller 35 also computes a reliability estimate,
which is a function of the variation and number of sample
points used, for example. The reliability estimate allows the
algorithm to change its behavior based upon the reliability of
an estimate. In particular, the controller 35 assumes a fre-
quency digital-to-analog conversion with respect to tempera-
ture and age varies following a Gaussian distribution. From
this, the algorithm computes thresholds whereby its own pre-
dicted values (which are predicted using the 1st order poly-
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nomial equation of the fitted plane) can be trusted with a
probability of 0.999999, which may be tunable, as will be
appreciated by those skilled in the art. If these thresholds
violate a known limit (which in this case may reflect an
underlying hardware constraint), the algorithm resorts to a
much more conservative action. The thresholds are also rep-
resented as 2nd order polynomial equations, which graphi-
cally can be thought of elliptical paraboloids in three dimen-
sions. The electronic device 20 facilitates initial signal
acquisition of wide-band code-division multiple access
(WCDMA) signals, for example via the wireless communi-
cations circuitry 36, for example. The controller 35 may
cooperate with the wireless communications circuitry 36 to
acquire or set acquisition rates for other signals, as will be
appreciated by those skilled in the art, and as will be described
in further detail below.

When compared prior automatic frequency control (AFC)
aging approaches, the present embodiments shift away from
a table-based approach to a statistical one. Rather than popu-
lating and referencing a table indexed by temperature for
frequency error estimates at acquisition time, the controller
35 evaluates a function of the current temperature/time to
estimate the frequency error. The parameters of the function
are determined by way of least-squares estimation procedure
utilizing the N previous data points resulting from successful
acquisitions of the form: [temperature, age, frequency error].

Given that the controller 35 uses or executes a single equa-
tion to estimate frequency error for a given temperature/age,
it implicitly performs linear interpolation and extrapolation.
As will be appreciated by those skilled in the art, this feature
may most greatly contribute to the increased accuracy and
reduced reliance on safe acquisitions when compared to prior
approaches.

As will be appreciated by those skilled in the art, the
present embodiments advantageously accommodate differ-
ent patterns of frequency drift and temperature response.
During the lifetime of the electronic device 20, or more par-
ticularly, the mobile wireless communications device, the
frequency drift due to age will change in both magnitude and
direction. Similarly, it is also possible that the temperature
response characteristics will change. Such changes are
addressed by the present embodiments.

To address cases where extrapolation may be unreliable,
another equation is parameterized to determine if, for a given
temperature/age, the estimation equation can be trusted to
produce a reliable estimate. Commonly referred to as a pre-
diction interval, the equation makes assumptions about the
distribution of error associated with the coefficients of the
estimation equation (chiefly that they follow a Gaussian dis-
tribution). The distribution of the plurality of most recent
samples or N data points used to parameterize the estimation
equation determine the parameters of the prediction interval
equation.

If the data are well-predicted by the fitted plane and dis-
tributed evenly through the 3D parameter space, the predic-
tion interval will likely permit significant amounts of extrapo-
lation. If however any of these conditions are not met, the
prediction interval will typically shrink and the algorithm will
behave more conservatively. Ultimately the evaluation of the
prediction interval reduces to determining if, with a suffi-
ciently small probability (1x10"-6), the frequency error for a
given temperature/age is smaller than a predetermined toler-
ance band, for example, +/-6000 Hz at a baseband frequency.
The tolerance value is typically not a tunable or adjustable
parameter of the algorithm, but instead it is typically a con-
stant related to the scanning employed during acquisition. If
the prediction interval is smaller than the tolerance value, the
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6

controller 35 proceeds with estimating the frequency error via
evaluation of the frequency error estimation equation. The
probability of exceeding the tolerance level is tunable or
adjustable and relates directly to the number of safe acquisi-
tion attempts that are made. For example, the probability of
1.0/(1.0%1076) noted above corresponds to an incorrect pre-
diction interval V1,000,000 times.

The controller 35 includes or cooperates with an acquisi-
tion module to provide an acquisition function. The acquisi-
tion function of the controller 35, i.e. the acquisition module,
is further described with reference to the flowchart 50 in FIG.
4. Starting at Block 51, temperature and time samples are
acquired at Block 53. At Block 55, the predication interval is
calculated and evaluated to determine whether it is within, or
less than, a tolerance. If the prediction interval is outside the
threshold, a relatively slow acquisition is performed at Block
57. Alternatively, if the prediction interval is within the
threshold, the frequency error estimation equation is evalu-
ated to determine a predicted frequency error (Block 59).
Acquisition of the signal, for example, a WCDMA signal, is
performed at Block 61 based upon the frequency error esti-
mation and at a relatively higher rate than if the prediction
interval is outside the threshold.

After the acquisition of the signal, at either rate, i.e. from
Blocks 57 and 61, the controller 35 determines whether the
acquisition was successtul at Block 63. Based upon the deter-
mination of whether the acquisition was successful, the con-
troller 35 may report a successful acquisition, Block 65, or an
unsuccessful acquisition, Block 67. Reporting may include
displaying an error message on the display 23, providing a
report or notification to other hardware, or other reporting as
will be appreciated by those skilled in the art.

If the acquisition was determined to be successful, the
parameters of the frequency error estimation equation are
updated at Block 69. Thereafter, the parameters of the pre-
diction interval equation are also updated at Block 71. After
updating of the prediction interval equation parameters or
reporting of a failed acquisition, the method ends at Block 73.

As compared to prior approaches and noted above, the
controller 35 during the acquisition process performs an
evaluation of the prediction interval estimation equation to
determine if a fast acquisition should be attempted and the
evaluation of the frequency error estimation equation to actu-
ally compute the estimated frequency error. In prior current
table-based implementation, these steps are typically com-
bined into a single lookup into the table for a given tempera-
ture index, resulting in either an acceptable automatic fre-
quency control digital-to-analog controller (AFCDAC) value
being returned or an invalid value being returned in which
case a safe acquisition is performed. In the present embodi-
ments, the possible returning of an invalid indicator is
replaced by the prediction interval exceeding the tolerance
value, while theretrieval of a valid AFCDAC value is replaced
by the evaluation of the frequency error estimation equation.

The controller 35 also computes a prediction interval esti-
mation via a predication estimation module. More particu-
larly, the controller 35 is configured to compute a statistically
sound prediction interval for the frequency error estimation as
a function of the plurality of most recent samples, or N data
points, inside the window, the t-distribution with N-3 degrees
of freedom and a given temperature/time. The prediction
interval is symmetric about the fitted plane and defines with a
given probability the likely range of temperature/time values
for which a frequency error can be computed reliably. Addi-
tional details of this calculation will be explained in further
detail below.
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The t-distribution is employed as it follows naturally given
the assumptions that frequency error originates from multiple
source, for example, NodeB frequency error (+/-0.1 ppm),
Doppler-shift, voltage supply noise to the VCO 31 and tem-
perature sensor 32, VCO and temperature sensor temperature
response hysteresis, and VCO and temperature sensor aging.
Usage of the t-distribution also follows from assumptions
regarding the distribution of these sources of error, namely
that they follow a Gaussian distribution.

A result of this calculation is the influence of the covari-
ance structure of temperature and time as predictors of fre-
quency error. If, for example, the frequency error of the VCO
31 is heavily influenced by temperature more so than age
(which would be the case after the “knee” of the logarithmic
aging curve is reached), then the prediction interval’s “shape”
will be altered to reflect this. In other words, though the
prediction interval ultimately computes a 1-dimensional
interval for frequency error given a specific temperature and
time value, it is, in part, a function of temperature and time,
and may therefore take on many different forms depending on
the influence of temperature and time on frequency error.
Thus, the prediction interval relates to a 3D space defining
which combinations of temperature/time parameters that will
result in a safe acquisition or a fast acquisition. This is illus-
trated in the graph of FIG. 5, where an ellipsoid has been
plotted with respect to the concentration of points in FIG. 3
and can be conceptually thought of as defining the region
wherein a fast acquisition should be performed. That is,
points within the sphere result in a fast acquisition where
points outside result in a safe acquisition).

It should be noted that the ellipsoid is not drawn to scale,
but rather is symbolic of the notion of a prediction space
defined by the covariance structure of temperature and time as
predictors of frequency error, which also influence the coef-
ficients of the frequency estimation plane. In reality, the ellip-
soid would be considerably larger, encompassing all points in
the plot by a considerable margin. Whatis consistent between
what is indicated in the graph of FIG. 5 and a real-world
scenario, for example, is that the center of mass of the ellip-
soid intersects the center of the plane. This can be interpreted
as the mean frequency error and the point at which, in terms
of'temperature and time, the predicted frequency error will be
most trustworthy. Similarly, the ellipsoid is widest at this
intersection, which indicates the greatest range from tem-
perature/time values that will lead to a reliable estimate.

With respect to a frequency error estimation module or
function of the controller 35, the frequency error estimation
equation is the equation of the plane in FIGS. 3 and 5 and is
computed, via a linear least-squares optimization, which will
be described in further detail below, over N [frequency error,
temperature, time] sample points in the window. The equation
may be evaluated for any temperature or age value to generate
a frequency error estimate. As such, the equation implicitly
interpolates and extrapolates between and beyond the data
points (the spheres illustrated in the graphs in FIGS. 3 and 5),
which were used for fitting.

When the electronic device 20 is powered on for the first
time, for example, and, consequently, there are no sample
points with which to fit a plane, a safe acquisition, for
example, at a slower speed, may be performed centered upon
the AFCDAC value recorded during a calibration. If the
acquisition succeeds, the corresponding frequency error, tem-
perature and time are recorded as the first sample point in the
window. It may be useful to fit a line during this phase to
compensate for the effects of temperature until enough data
has been accumulated to consider both temperature and time
predictor variables.
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Another consideration is to use an auxiliary source of fre-
quency error sample points like that returned from a physical
layer protocol (PLP) concerning an active dedicated physical
channel (DPCH). This approach is particularly useful as it
may allow for relatively rapid population of the window with
a diverse range of temperature values, however it may also
relatively quickly saturate the window and, as such, may
adversely affect the accuracy of the estimate of the age coet-
ficient of the equation.

With respect to bounding of the frequency error estimates,
it may be possible, however improbable, that the controller 35
implementing the above-described AFC aging algorithm will
receive a series of data samples that may not be representative
of the underlying VCO 31. This may be the case during
extended periods of Doppler-induced frequency error, for
example. The window size parameter coarsely defines the
sensitivity to such occurrences with larger window sizes cor-
responding to more resiliency. The Doppler-induced fre-
quency error, during evaluating of the algorithm, has rela-
tively little effect on the integrity of the algorithm. Thus, it
may generally not be sufficient to rely on simulation results as
a basis for deciding whether to address the issue.

Thus, the time period during initial mobile use where the
window is not fully populated may be of particular interest. It
is during this time that the algorithm is increasingly sensitive
to unrepresentative sample points as there may be 4-5 total
sample points used to fit the plane, and as such, 1-2 unrepre-
sentative samples will generally have an increased influence.

To address this, minimum and maximum coefficients val-
ues may be used so that the response to age and temperature
does not exceed a given interval. As will be appreciated by
those skilled in the art, there are mathematical implications
regarding fitting a plane to sample points with restrictions on
the resulting output (as would be the case if the aforemen-
tioned coefficients intervals were employed).

There are several options to address this feature. A first
option is to implement the constrained optimization proce-
dure to fit a plane to data subject to constraints on the coeffi-
cients. Another option may be to bound the coefficient and
accept that the plane will not be optimal, but near-optimal if
the interval is ever exceeded. Still further, another option is, in
the event that the interval is exceeded, to fall back to employ-
ing a single best-guess of the frequency error, which corre-
sponds to the mean of the values in the window. Yet another
option is, if the interval is exceeded, employ a safe acquisi-
tion, as will be appreciated by those skilled in the art. Addi-
tional options may be available, and may be used in conjunc-
tion with one another, as will be appreciated by those skilled
in the art.

Referring again to the acquisition process employed by the
controller 35, the controller, by way of the alternatively
implemented functions described above, interfaces with the
frequency error estimation module and the prediction interval
estimation module. The interface between the acquisition
module and the frequency error estimation module is bi-
directional, in that the acquisition module will both retrieve
values from the frequency estimation module, as is the case
during acquisition when a frequency error is computed for a
given temperature/time, and pass new parameters to the mod-
ule which are then used to calculate new frequency estimation
equation coefficients. This is the case after a successful acqui-
sition has been performed.

Specifically, the acquisition module evaluates the fre-
quency error estimation equation for a given temperature/
time and provides new sample points to the frequency error
estimation module which are used to refit the plane. The
interface between the prediction interval estimation module
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and the acquisition module is unidirectional as the prediction
interval equation is evaluated but not updated directly by the
acquisition module. The update procedure occurs asynchro-
nously after acquisition has succeeded, which may not intro-
duce additional latency into the acquisition procedure. Addi-
tional details regarding the update procedure with respect to
latency will be described below.

The updating of the prediction interval estimation equation
uses a covariance matrix computed during the fitting of the
frequency error estimation plane. In this way, the prediction
interval estimation module also interfaces in a unidirectional
way with the frequency error estimation module. In terms of
actual parameters, the prediction interval estimation equation
is typically evaluated by the acquisition module for a given
temperature/time and is re-parameterized each time the fre-
quency error estimation equation is updated (after each suc-
cessful acquisition). The exchange along the interface
between the prediction interval estimation module and the
frequency error estimation module takes the form of a new
covariance matrix which is generated after each frequency
error estimation equation update.

The functions or algorithm of the controller 35 described
herein are inherently statistical in nature. In particular, the
AFC Aging problem was framed as a function approximation
problem wherein the function to be estimated is that of the
VCO frequency response to temperature and time. For further
simplification, assumptions regarding the nature of the
response (e.g. independent, identically Gaussian distributed),
the number of samples required to make valid predictions
(window size or N=20) and the form of the underlying model
itself (linear in terms of temperature and time) were made.
The result is an algorithm which uses 20 sample points to
parameterize two equations: the actual frequency estimation
equation which is used to predict frequency error from tem-
perature and timestamp and another equation which charac-
terizes the “reliability” of the former in terms of the range of
the predicted frequency error.

Initialization of the AFC aging algorithm will now be
described. The initialization of the AFC aging algorithm
occurs until 20 successful acquisition attempts have been
observed. During this time, the frequency error estimation
equation is less precise as it is operating over fewer data
points. This is reflected in the graph of FIG. 6, which is a
time-series plot of the first 50 acquisitions observed by a
single iteration of the simulated algorithm and illustrates the
frequency error 48. The prediction interval 47 illustratively
gradually narrows over time.

The narrowing of the prediction interval 47 is achieved by
way of the t-distribution parameter in the equation:

INTERVAL=+/-#(N-3)*stddev(¥)*sqrt(1+
B(XX)1)B)

which will be described in further detail below. The more
sample points that are available (and the smaller the